It is optimal to be optimistic about survival
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We investigate the optimal behaviour of an organism that is unable to obtain a reliable estimate of its mortality risk. In this case, natural selection will shape behaviour to be optimally, given the probability distribution of mortality risks in possible environments that the organism and its ancestors encountered. The mean of this distribution is the average mortality risk experienced by a randomly selected member of the species. We show that if an organism does not know the exact mortality risk, it should act as if the risk is less than the mean risk. This can be viewed as being optimistic. We argue that this effect is likely to be general.
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1. INTRODUCTION

Organisms face many sources of mortality, including disease and predation risk. The risk of mortality experienced by members of a species will vary in space and time. In some cases, an organism may be able to obtain a reliable estimate of the local mortality risk, but in other cases, this will not be possible. This paper addresses the latter case, where the risk of mortality is not accurately known. As explained below (§4), our approach is distinct from previous work such as Bouskila & Blumstein [1], which is essentially concerned with the possible asymmetry of the fitness function.

In the absence of reliable information, natural selection will shape the characteristics of a species (i.e. traits including behaviour) to be approximately optimal given the probability distribution of mortality risks in possible environments that the organism and its ancestors encountered. The mean of this distribution is the average mortality risk experienced by a randomly selected member of the species. We show that if an organism does not know the exact local mortality risk, its characteristics should correspond to a risk that is less than the mean risk (if it were not otherwise taking variability into account). Because animals should behave as if their risk of dying is less than the mean risk, the action of natural selection results in behaviour which can be viewed as optimistic [2,3].
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2. THE MODEL

Our model incorporates two types of mortality. One type is independent of the organism’s behaviour (for some organisms, death from disease or bad weather might be essentially independent of behaviour). The other source depends on behaviour; for example, many animals can increase their access to resources such as food or mates at the cost of an increase in their probability of being killed by a predator [4–9]. θ is a ‘background’ rate of mortality that is independent of the organism’s behaviour (cf. [10,11]) and μ represents the density of predators in the local environment.

We assume that natural selection acts on a trait, u. In our main example, u mediates the trade-off between two mortality risks: the rate of predation, μb(u), and the death rate from other sources (such as starvation), a(u). In this context, u could be the organism’s level of energy reserves [12]. If we consider a fixed period (e.g. winter), the expected future reproductive success at the end of this period is

\[ V(u) \exp\{-(a(u) + \theta + \mu b(u))T\}, \]

where \( T \) is the duration of the period and \( V(u) \) denotes the value of having survived the period. This value might increase with \( u \) if, for example, \( u \) represented energy reserves at the end of winter, or might just be a positive constant.

3. RESULTS

When μ is known, differentiating with respect to u and setting the equation to zero gives the optimal behaviour, \( u_\mu \), as:

\[ V'(u_\mu) = V(u_\mu)(a'(u_\mu) + \mu b'(u_\mu))T, \]

or

\[ \mu = \frac{V'(u_\mu)}{V(u_\mu)b'(u_\mu)T} \cdot \frac{d'(u_\mu)}{b'(u_\mu)}. \]  

(3.1)

Now we assume that μ is not known, but that each winter each population member experiences a density of predators that is chosen independently from some distribution. Then the value of behaviour becomes an expectation across all possible μ values:

\[ E_\mu(V(u) \exp\{-(a(u) + \theta + \mu b(u))T\}). \]

Differentiating with respect to \( u \), setting the derivative to zero, and dividing through by common factors, we find that the optimal behaviour, \( u^* \), is given by

\[ E_\mu(SY) = 0 \]

where \( S = \exp\{-(a(u^*) + \theta + \mu b(u^*))T\} \) is the probability of survival and

\[ Y = \mu + \frac{d'(u^*)}{b'(u^*)} - \frac{V'(u^*)}{V(u^*)b'(u^*)}T. \]

Using \( E(SY) = Cov(S,Y) + E(S)E(Y) \), we obtain

\[ Cov(S,Y)/E(S) + E(Y) = 0. \]

Noting that \( Cov(S,Y) = Cov(S,\mu) \), we obtain:

\[ \tilde{\mu} = E(\mu) + \frac{Cov(S,\mu)}{E(S)} = \frac{V'(u^*)}{V(u^*)b'(u^*)}T - \frac{d'(u^*)}{b'(u^*)}. \]  

(3.2)

The motivation for defining \( \tilde{\mu} \) in this way comes from contrasting the right-hand side of equation (3.2)
Figure 1. (a) Optimal behaviour, (b) effective predator density and (c) expected overwinter survival as a function of variance in predator density. The mean predator density is equal to 1 throughout. Predator density is assumed to have a gamma distribution (see electronic supplementary material, appendix 1 for details). \( V(u) = \text{constant for all } u \) so that optimal behaviour maximizes the probability of overwinter survival, starvation rate \( a(u) = 1/u \), predation rate function \( b(u) = u. \theta = 0 \) (only relevant for figure (c)).

with that of equation (3.1): \( \bar{\mu} \) represents the known density of predators under which optimal behaviour is the same as the optimal behaviour when the density of predators is not known. We refer to \( \bar{\mu} \) as the effective density of predators.

Since \( S \) decreases with \( \mu \), the covariance is negative, and \( \bar{\mu} < E(\mu) \). This establishes our main result: the effective density of predators is less than its mean value.

Figure 1 shows how optimal behaviour, effective predator density and survival alter with increasing variance (i.e. uncertainty) in predator density for a given mean predator density (see electronic supplementary material, appendix 1). As can be seen, it is optimal to become more optimistic as uncertainty increases.

The effect of uncertainty on behaviour also increases with the length of time which the animal needs to stay alive, \( T \). This is because as \( T \) increases (and survival chances decrease), the animal should put more and more weight on the possibility that the environment is good if it is to survive.

In our model of overwinter survival, the background mortality rate \( \theta \) has no effect on optimal behaviour.

In the electronic supplementary material, appendix 2, we show that optimism about mortality can also apply over an animal’s lifetime. We take the control variable \( u \) to represent the animal’s rate of reproduction. As this variable increases, the animal’s rate of mortality also increases, so there is a trade-off between survival and current reproduction. The animal’s expected life-span \( L(u) \) depends on this rate of reproduction, the background mortality rate \( \theta \) and the density of predators \( \mu \). The animal’s lifetime reproductive success is thus \( uL(u) \). We take optimal behaviour to maximize the expected value of this quantity. We show that if an organism does not know the exact local mortality risk, it should act as if the risk is less than the mean risk. This applies to uncertainty about \( \theta \) or \( \mu \). In other words, the animal should be optimistic with regard to both sources of mortality.

In the face of uncertainty, optimism about mortality also applies (and can even be enhanced) when the risk of mortality can be learned, as shown in the electronic supplementary material, appendix 3.

Our analysis so far has assumed that stochasticity affects each member of the population independently. This is known as demographic stochasticity. At the other extreme, stochasticity might affect all population members in the same way. This is known as environmental stochasticity. For example, if predator density varies on a local spatial scale, then different population members are affected largely independently by this variation in predators. In contrast, if variation in predator density is strongly correlated over the whole of the population’s range, then all population members experience a similar predator density in a given year, and stochasticity is environmental. In our model of overwinter survival, because stochasticity is demographic, the appropriate fitness currency is expected future reproductive success, where the expectation is across possible predator densities. If, instead, stochasticity is environmental, the appropriate currency is geometric mean future reproductive success [13,14].

As McNamara [15] shows, maximizing geometric mean future reproductive success is equivalent to maximizing arithmetic mean future reproductive success, but with a modified weighting of the probabilities of possible environmental conditions. This weighting increases the probability of bad conditions and decreases the probability of good conditions. As a consequence, environmental stochasticity reduces optimism compared with demographic stochasticity [2]. In the case of our overwinter survival model, the optimal behaviour depends on just the mean of \( \theta \) and the mean of \( \mu \). In other words, it is not optimal to be either optimistic or pessimistic with respect to these variables.
4. DISCUSSION

Bouskila & Blumstein [1] claim that organisms should over-estimate predation risk. There are two problems with this conclusion. One is that it depends on particular assumptions about fitness [16,17]. More fundamentally, the approach of Bouskila & Blumstein does not include any measure of uncertainty. It simply compares the loss in reproductive success associated with either increasing or decreasing the estimated predation risk by a given amount [18]. In other words, their conclusion rests on the asymmetry of the fitness function. If the predation risk is unknown, it is not really meaningful to talk about over- or underestimating it. To determine what the best estimate should be, it is necessary to specify the possible values of the predation risk and the probabilities that these values occur. Once this is done, it is possible to compare the optimal behaviour under the unknown risk with the optimal behaviour were the risk known and equal to the mean of the probability distribution.

We have made this comparison in two particular cases and have shown that the effective predation risk is less than its mean value. In other words, it is optimal to be optimistic about predator density. Such a bias is only applicable when behaviour is compared with that based on the expected mean predation risk as the true risk, without having taken into account the variability (i.e. the distribution of possible values; cf. [3]).

The analysis in the electronic supplementary material, appendix 2, also considers the consequences of uncertainty in background mortality risk $\theta$. Again it is optimal to be optimistic about this risk. Although the model in the electronic supplementary material, appendix 2, assumes that an animal can make a trade-off between reproduction and mortality, we believe that our qualitative conclusions will hold in other contexts. To justify this view, we note that if the mortality risk is high then the animal will obtain very little reproductive success whatever it does. In contrast when mortality is low, there is the potential for considerable reproductive success and it is important to exploit this potential. Thus, behaviour should be dominated by the optimum under the favourable conditions. That is, optimism should be favoured. For a given mean mortality risk, mean lifetime reproductive success increases as variability (uncertainty) increases (electronic supplementary material, figure A2.1c of appendix 2). This arises because the lifetime reproductive success is a nonlinear (convex) function of the mortality risk (cf. [1]). Again, we expect this finding to be general.

Our model assumes that the organism does not learn about the predation risk over time, but our qualitative conclusions can also apply when learning occurs, so long as some uncertainty remains (see electronic supplementary material, appendix 3). When learning is possible, Welton et al. [19] identify another reason to be optimistic; by taking risks, an organism can gain better information about its environment that it can later exploit should it survive.

When different members of a population experience different conditions, but the distribution of experienced conditions is roughly the same in each generation, natural selection maximizes mean lifetime reproductive success. This is the scenario considered in the electronic supplementary material, appendix 2. In contrast, when population members all experience the same local conditions within a generation, but there is variation across generations, natural selection maximizes geometric mean fitness. In these circumstances, environmental stochasticity reduces optimism compared with demographic stochasticity and it can be optimal to be pessimistic [2].
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